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\\ Abstract

In this paper we use combinatorial techniques to solve recurrence relations in
two variables of the form

T(NK) = 2 T(N/2,k) + T(NKk-1) + HN)

and related recurrcnces. These recurrences arise in the analysis of algorithms
based on a paradigm called “multidimensional divide-and-conquer™ The analyses
that we present are interesting from a combinatorial view, and show that certain
algorithms are very efficient.
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1. Introduction

In this paper we shall study the problem of (exactly) analyzing Multidimensional
Divide-and-Conquer (MDC) algorithms described by Bentley [1978] The execution costs of
these Slgorithms are usually described by recurrence relations in two variables of the form

T(NK) = a T(N/2,k) + b T(Nk-1) + {N)
or

T(NK) = a T(N/2,k) + b T(N/2,k-1) + KN)
with initial values

T(1,k) = O(1) and T(N,2) = g(N)

where a and b are integers, and f and g are functions of N. These recurrences have only
been roughly solved for fixed k. The purpose of this paper is to solve these recurrences
exactly using combinatorial techniques. The exact analysis gives us the constant factor in the
expression of T(Nk) as a function of k, and also the ability to compare MDC algorithms with
more obvious algorithms.

In Section 2 we sketch a particular MDC algorithm and derive the recurrence describing its
running time. We solve that recurrence precisely in Section 3, and in Section 4 we use the
combinatorial solution to describe the behavior of the algorithm. Section 5 is a collection of
MDC recurrences and their solutions. In Section 6 we extend the solution method to more
general recurrences, and conclusions are offered in Section 7.

2. The All-Points ECDF Algorithm

In this section we shall investigate a particular MDC algorithm and show how its recurrence
can be derived; this algorithm is due to Bentley and Shamos and is described in Bentley
(1978). Our purpose in this section is not to learn all the details of the algorithm, but rather
to understand how its recurrence arises. We say that a point X=(x{,...xy) in an Euclidian
k-space dominates point Y iff x; 2 y; for all i. The rank r(X) of a point X is the number of
points dominated by X. Given N points in k-space, the All-Points ECDF Problem is to compute
the rank of each. The following is a sketch of Algorithm ECDFk described by Bentley [1978)
for solving this problem on a set S of N points in k-space.

1.1f the number of points, N, in S is one, then solve the problem in O(1) time; if the

dimension, k, of the point set is two, then solve the problem in O(N Ig N) time. If z

either of these conditions holds, return to the caller; otherwise continue to Step :u':'"s.s::.“”
2 ion O
v D (]
2.Using a hyperplane normal to one of the coordinate axes (say the x-axis), divide & ‘
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S in two subsets A and B, each containing N/2 points. l

3.Recursively solve the all-points ECDF problem on A and B (each problem of N/2
points in k-space).

4.Remarking that any point of B dominates each point of A in x-coordinate, we may
remove this coordinate and solve the reduced problem (of finding for each point
in B how many points of A it dominates) on the N points projected in
(k-1)-space.

Let us denote by T(Nk) the time for solving the all-points ECOF problem on a set of N
points in k-space. Since Step 2 can be performed in time &N), we find the recurrence

relation

T(N,k)=2 T(N/2,k)+T(N,k-1)+8(N). (1)
From Step 1 we have the boundary conditions?

T(N,2)=6(N log N)
T(1,k)=6(1) .
To analyze the above recurrence we must remove the "thetas”. We will therefore solve the

related recurrence

T(Nk)=2 T(N/2,k)+T(Nk-1)+N (2)
T(N,2)=N log N
T(1,k)=1.

The solution of the Equation 2 is always within a constant factor of solution of Equation 1,
i and therefore is precise enough for our purposes.

3. Combinatorial Solution

i We shall first solve Equation 2 assuming that N = 2P, For this purpose, we define
B(p,k)=T(2Pk)/2P .

Dividing both sides of Equation 2 by N and substituting this definition of B gives the reduced

system

B(p,k)=B(p-1,k)+B(pk-1)+1 &)
B(p,2)=p
B(Ok)=1.

We may easily verify that the solution to Equation 3 is

2)ore Ig N denotes siways log, N.
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oo = 2z ) + (Posid) - 4 @

The solution of Equation 2 is now immediate; it is

e [ (Ig N +(k- 2)) (Ig N +(k 3) l (5)

We know now what the solution is; we do not, however, know why it is so. To achieve a
more intuitive understanding of this solution, we shall transform Equation 3 by defining
A(p,k)=B(p,k)+1 and find a combinatorial interpretation of the new recurrence

A(p,k)=A(p-1,k)+A(p,k-1) (6)
A(p,2)=p+1
A(O,k)=2.

Let us consider the net of Figure 1. The number w(a,b)(p"‘) of ways from (a,b) to (p,k) using
only edges in the network satisfies the recurrence

w, b(p.k)=wa b(P-1,k)+W, (P k-1)

b(O k)”

which is the same as Recurrence 6, except for the bounds. Clearly, to go from (a,b) to (p,k)
we must choose (p-a) horizontal steps from a total of (p-a)+(k-b) steps (the other k-b being
vertical). This immediately yields

p- a+k-b)
W.'b(P.k) .

We therefore build the net corresponding to Equation 6 and expand it on the line k=1; this is
depicted in Figure 2. It is now easy to interpret A(p,k) in terms of counting paths, and we
find that

A(pk) = 2 Wo.z(P.k) + Wz'l(Pok)
which yields Equation 4.

In the next section, we shall study several other recurrences using this method, which we
can summarize as follows.

-Manipulate the initial recurrence until obtaining a form similar to Equation 6.

-Build the corresponding net, and (if possible) expand it to make the bounds
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Figure 1: A very simple rat
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A(p)k)

5 2 —> 8 —> 21 —>485 ~—> 85

S il o B
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gy e i)

3 2 —> 4 —> 7 —>11 —> 16
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Figure 2: Net associated with Recurrence 6
“"more simple”.

-Interpret the recurrence in terms of paths and solve it.

4. Interpretatior of the Solution

In the previous section we found that the running time of Algorithm ECDFk on a set of N
points in k-space, for N a power of two, is given by the expression

rowr-n[2(* %2 ?) (BN) 0 ] @

In this section we shall interpret this solution to see what it tell us about Algorithm ECOFk.

————— s il
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In many applications of the algorithm, we are interested in the case that k is fixed and N
grows; we can then use the approximation

"IN

= —_— k-2 4
TINK) = N B+ 0N 162N, _ (8)

This approximation is based on the fact that (:) = pk/k! + O(p'“l) when k is fixed and p
grows. It is interesting to remark that the factor 1/(k-1)! in the expression of T(Nk) was still
unknown, and that it explains in part the efficiency of MDC.

The above analysis holds only for N a power of two. The running time of Algorithm ECDFk
on a general set of N points in k-space is given by the recurrence
T(NK) = T(N/21K) + TAN/2)K) +T(NK-1) + N (9)

T(N,2) = N lg N
T(1,K) = 1.

Note that when N is a power of two, Equation 9 reduces to precisely £quation 2 of Section 3.
We shall now show that the approximation of Equation 8 applies also to this general
recurrence. For this, we Jefine the first and second differences of the function T as

AT(NK) = TiNKk) - T(N-1,k-1)

A2T(NK) = AT(NK) - AT(N-1,k-1).
Using the recurrence defining the function T, it is easy to find the recurrence relations
defining the differences. It becomes

AT(NK) = aT(Nk-1) + aTdN/21K) + 1

AZT(NK) = A2T(NK-1) for even N

A2T(NK) = a2T(NK-1) + aT(IN/2TK) for odd N
We shall prove by induction on k and N that aT(NK) is positive for all N21 and k22. For k=2
we verify this easily for all N since the function N Ig N increases with N. When N=2, we have

AT(2k) = T(2,)k) - T(1,k) = T(1,k) + T(2k-1) + 1 >0.
Assume that the first difference is positive in dimension k-1 for any N. Then a sufficient
condition for AT(N,k) to be positive is that AT(fN/Z],k) is positive, and so on until we need
AT(2,k) to be positive, which is true. We have therefore proved that for any k the function
T(N,k) increases with N.

Using the same argument it is easy to prove that the second difference is always positive,
since N Ig N is a concave function of N and a2T(2k) = a2T(2,2) > 0. So T(NK) is itself a

e e i

P ———————
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concave function of N for any fixed k. The previous results will be sufficient to prove that
Equation 8 holds for all N and for any fixed k. For this purpose, we shall find upper and lower
bounds of T(N,k) which are both of the form of Equation 8. Assuming that 2P < N < 2P*!, and
using the concavity of the function T(Nk), we may bound T(Nk) by S and 1, as shown in
Figure 3. Both values are found using linear interpolations of T between consecutive powers
of two. The slopes of these linear interpolations being very close, we find for S and 1
expressions which are equivalent to the first order to

k-1
=] = _p.._.. P k-2
S = 1= NP s KN+2%) p*2)

and since p < Ig N < p+l, the expressions of S and | are identical to the approximation of
T(N,k) in Equation 8. Hence we have proved that Equation 8 holds for any N21 and k22.

N
~N
N

T(nk) 3
TR k) |- mmmm e T(n,k)
P :
!
!
\
. B Lo i ke sl e e AR Wl i e e '
I. :
| TORIL Db o s S e B BC L e :
Ml AR T R . :
TEN P T : | :
E | - = s s
E ¢ |
| 5 : : :
: ' ' ' '
: f ' ] 1
: : : L
l l | 7 R
p-1 P N pel n

Figure 3: Approximation of T(Nk) using the concavity of the function.

i ofach Ll ol JBla LAl .

This allows us to compare Algorithm ECDFk with the naive ECOF algorithm that compares all
pairs of points, which we call the sequential searching (SS) algorithm. The complexity of this
algorithm is &(k N2), For fixed k and large enougis N it is clear that ECOFk is better than SS,
since &N lg"'lN) < 8(N2). In some applications, however, the number of dimensions is too

B
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large to enable us to use t|1e Naef‘aroximation of Equation 8. We then approximate the
complexity of ECDFk by ¢ N (8 Kk ) and the complexity of SS by k N2, Figure 4 shows in
which domains each algorithm is faster, for various values of the parameter c. Since problems
involving more than 280 (or about 1029) points will probably never be processed, Figure 4
covers the actual domain of values for k and

1 1
o5
90t
85}
8o}
75
7ot
65}
60}
55
sof
as} | |||
4o} | |1}
35
30} _/—/__/_/_7_,
25} R e
20} b BT s

15} L SxOBY L e

-

T

T

k = Number of dimensions

S§S

T

——

10t €=0.1 G R AT

sl L~F= i ¢++"A-* e ECDFk
o e 11--C=im 'y A A A i Y 2

OO 10 20 30 40 50 60 70 80
p = lg(Number of points)

Figure 4: Comparison of ECOFk and SS algorithms.

In the next section we shall analyze other MDC algorithms and find similsr expressions for
their attributes. The same interpretation as we have presented for this problem can be done
for the problems we will see, and will yield similar con¢lusions.

5. Examples

The following examples analyze the preprocessing time, storage and query time of two
important algorithms, the Maxima Searching and the ECDF Searching Problems. A description
of these algorithms may be found in Bentley [1978])
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5.1. Maxima Searching

The first problem that we shall analyze is that of the maxima searching data structure.
There are three attributes of this data structure to be analyzed: its preprocessing time (how
long it takes to build the structure), its query time (how long it takes to search in the
structure), and its storage (how much space is required to represent the structure). The first
attribute that we shall analyze is the preprocessing time, which is given by the recurrence

P(N,k)=2 P(N/2,k)+P(N,k-1)+8(N)
P(N,2)=06(N)
P(1,k)=6(1).

We can transform this recurrence using
B(p,k)=P(2Pk)/2P + 1

into the following system

B(p,k)=B(p-1,k)+B(p,k-1)
B(p|2)"2
B(0,k)=2

which corresponds to a net similar to that of Figure 1 with somewhat different boundary
conditions. The solution is

p+k-2
B(p,k) = 2 k

and we find the preprocessing time to be equal to

pow = 2n (% W2 )

For fixed k, as N grows, we may approximate P(N,k) by

lg"'zN

+ 0N 1g*-3N)

We now turn our attention to the storage requirements, which are defined by

S(N,k)=2 S(N/2,k)+S(N/2,k~1)
S(N,2)=N
S(1,k)=1.

We transform, as before, by
B(P;")-S(?p.k)
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and we have to solve the system

B(p,k)=2 B(p-1,k)+B(p-1,k-1) (10)
B(p,2)=2P
B(O,k)=1.
The associated net is drawn in Figure 5.
A
3
B (pik)
6 1 =R 35 s T e
g e
5 I =2 8% 8 =237 23w
b A
4 LS8 8¢ 8 =8 2
| e 4
3 P =3 8 =% 8. =g =28
A g
2 | =% 2R o4 =28 B 16
s P
0 1 2 3 4

Figure 5: Net associated with Recurrence 10

Clearly, a way from (0,0) to (p,k) in such a net is a sequence of k diagonal steps and of p-k
horizontal ones, each horizontal one chosen among two possibilities. So the number of ways
from (0,0) to (p,k) is

2+ (8).

Returning to the recurrence, we find that
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E
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Blpk) = D 20-0k-d (k‘ii)
2<i<k

- 2 2w (7)

Osisk-2

and the storage is

e N
sn=n 2 (%)
O<ick-2

We may remark that when k 2 Ig N +2, the equation becomes

g N
s = 2 2(%) . ann w3,
0<ick-2

by the binomial theorem. An intuitive explanation of this fact is that for k large enough, we
may equate S(N,k) and S(N,k-1) and write

© SINK) = 2 S(IN/2,K) + SIN/2,k-1) = 3 S(n/2,k)
whose solution is precisely S(Nk) = 38 N = Nlg 3,

At the opposite end of the spectrum, for fixed k and increasing N, we have

o lgk-ZN w F
S(NK) Nm+«N Ig*-3N).

The last attribute of the maxima searching data structure is the query time. Its associated
system is

Q(N,K)=Q(N/2,k)+Q(N/2,k-1)+8(1)
Q(N,2)=lg N
Q(1,k)=1.
The tranformation
B(p,k)=Q(2P k)+1
yields
B(p,k)=B(p-1,k)+B(p-1k-1)
a(plz)'p"l
B(0,k)=2.
The corresponding net is similar to Figure 5, but there is only one way for each diagonel
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step. So we find

oo =(o1)s2 T (F)
Osisk-2

and the query time is

Q(NK) = (|gkh-‘l.l +2 ): ('giN) -1
O<isk-2

For fixed k, as N grows, we have

Ig"!N | ooke2
Q(N,k) oy + Kig" “N).
We must remark that the query time admits an interpretation similar to that of Section 4, and
similar conclusion as for the comparison with the obvious SS algorithm. At the opposite, the
storage and the preprocessing time are 8(N k) for SS, and hence better than those of the

MDC Maxima Searching algorithms.

5.2. ECDF Searching

The second problem that we shall study is the ECOF searching; it is described by the same
three attributes.

The preprocessing time and the storage are described by exactly the same recurrences, so
we shall restrict our attention to the preprocessing given by

P(N,k)=2 P(N/2,k)+P(N/2,k-1)+6(N)
P(N,2)=N Ig N
P(1,k)=1.

The function
B(p,k)=P(2P k)+2P
gives us the new system

B(p,k)=2 B(p-1,k)+B(p-1,k-1)
B(p,2)=(p+1) 2P
B(O,k)=2

whose net is similar to Figure 5. We can expand the net by B(p,1)=2P*! for p>0. The
solution is
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B(p,k) = 2P~*+2 (::} ) v2 2 2 (?)
Osisk-2

The preprocessing time and storage are given by

-P(N.k) =N [ 2“( k-1 l) +2

~(%Y), }

Note that if k < lg N +2, then P(NK) = 2 N8 3 - N. For fixed k and large N the following
approximation holds

Osisk-2

Ig""N

PNK) = N 2y

+ 0N 1g*-2N).

The last parameter to be analyzed is the query time. It is described by the system

QINK)=Q(N/2,k)+QIN/2,k-1)
Q(N,2)=1g2 N
q lok)" l.

We use the new function
B(p,k)=N2P,k)+1
snd we have to sclve

B(p.k)-Bg)- 1,k)+B(p-1k-1)
B(p,2)=p<+)
B(0,k)=2.

For this purpose, we expand the corresponding net by noticing that B(p,1) = 2p+1 and
B(p,0)=2 are convenient for p21. It now becomes

8(p.k)-3(::} oZ(p l)*z Z (k-n)

2<isk

-2(:}0(k-l +2 ()

05150\-

We substitute this expression in the initial equation to find

anw =2(%) ()2 X (%% 1.

Osisk-2

Again, we may remark that if k 2 Ig N, then Q(NX)=2'8 N = N. As usual, when k Is fixed and N
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grows we find

k
o =2 BN 4 g,

6. More General Recurrences

We shall now study how we can solve the general reduced recurrence of the form

B(P.'\) =-a B(P'l.k) +b B(P'f,k'l)

-14 -

where €=0 or 1. The values of B(p,k) are initially definite on a boundary Ep, and we assume

that this bound is of the form of that in Figure 6. If this is necessary, we just consider a

subset of Eo of this form.
k A
E E,

|

s : element of E,

r : element of E,

P R s
(%)
-

4
/
4
4
7
'
'
'
!
'
4
4
]
]
]
'
'
(]
]
]
]

Figure 6: The sets Eg and E| associated to a net.

We now define the set E| to be the set of points which are not in Eg and which can be
reached from Eq in one step. Then, for any point (pk) not in Eg, the function B(p,k) is the
sum of the number of ways from E; to (pk), each way weighted by the velue of B at its
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starting point r;=(p;,k;) in E;. So we find the general solution

BlpK) = 2 W, (pk) Blp,k)
ree,

As in the Section 3, W(,'s)(p.k) denotes the number of ways from (r,s) to (p,k) in the current

net. We may remark that the sum in the previous equation is finite, because W(r 's)(p,k) is nult
out of a finite sub-net, for fixed (p,k).

It may happen that the values of B are sufficiently regular on Ep for allowing us to expand
the net, and this sometimes reduces to a sum involving only a constant number of terms in
the expression of B(p,k).3

Another problem is now to reduce the recurrences that appear in MDC-problems to the
previous form. The general paradigm (divide N by 2 and solve the problem in a k-1 space)
shows that the natural variables are Ig N and k; so the primary change of variables is to use
p = lg N. We therefore solve

B(p,k) = a B(p-1,k) + b B(p-¢,k-1) + f(p,k)

B(p,k) = known on a bound.
The problem is to find a parliculiar solution A(p,k), in order to solve the reduced equation
verified by B-A. The only way seems to be luck and trick, and no general method can be
exhibited here.

7. Conclusions

In this section we will briefly review the contributions of this paper. One of the main
contributions has been the detailed analysis of the Multidimensional Divide-and-Conquer
algorithms described by Bentley [1978] We have exhibited precise analyses for many of
those algorithms, accurate to within an (implementation-dependent) constant factor. These
analyses show that the algorithms are more efficient than previously thought (it was not
known that the constant of proportionality is the very small function 1/(k!)).

In addition to analyzing particular algorithms, we have seen a set of general tools
applicable to the analysis of algorithms in two variables. The primary analytical tools are a
set of useful transforms and an isomorphism of recurrences and path-counting problems on
networks. We have also seen a number of tools for the interpretation of recurrences; these
include a technique for showing the "smoothness” of the resulting function (between powers

3707 oxemple, in the recurrences of Seclion 5
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of two) and a method for comparing sophisticated algorithms with more straightforward
solutions. The methods that we have seen are applicable to all of the aigorithms described
by Bentley [1978], as well as other many others (such as in Lee and Wong [1979)).
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